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Abstract

Fuzzy time series models have been applied to forecast various domain problems and have been shown to forecast better than other
models. Neural networks have been very popular in modeling nonlinear data. In addition, the bivariate models are believed to outper-
form the univariate models. Hence, this study intends to apply neural networks to fuzzy time series forecasting and to propose bivariate
models in order to improve forecasting. The stock index and its corresponding index futures are taken as the inputs to forecast the stock
index for the next day. Both in-sample estimation and out-of-sample forecasting are conducted. The proposed models are then compared
with univariate models as well as other bivariate models. The empirical results show that one of the proposed models outperforms the
many other models.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Conventional time series models have for a long time
been applied to forecasting. Yet different fuzzy time series
models have been proposed to forecast nonlinear data
(Chen, 1996; Chen & Hwang, 2000; Huarng & Yu, 2005,
2006; Hwang, Chen, & Lee, 1998; Song & Chissom,
1993a, 1993b, 1994; Sullivan & Woodall, 1994; Yu,
2005a, 2005b). These fuzzy time series models have been
applied to various applications, such as enrollment (Chen,
1996; Hwang et al., 1998; Song & Chissom, 1993a, 1993b,
1994; Sullivan & Woodall, 1994), temperature (Chen &
Hwang, 2000), the stock index (Huarng, 2001; Huarng &
Yu, 2005, 2006; Yu, 2005a, 2005b), etc. However, they
have been limited to one variable applications (referred
to as AR(1) in conventional terms).

The objective of this study is to apply neural networks to
forecast fuzzy time series, and to propose two bivariate
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models to improve forecasting results. The reasons for this
are threefold. First, fuzzy time series have been applied to
several domain problems and have been shown to forecast
better. Second, neural networks have been very popular for
modeling nonlinear data (Indro, Jiang, Patuwo, & Zhang,
1999; Wasserman, 1989). They have been applied to fore-
casting fuzzy time series and have performed better than
some other models (Huarng & Yu, 2006). Third, bivariate
fuzzy time series models have recently been proposed (Hsu,
Tse, & Wu, 2003; Huarng, 2001), and have rendered better
forecasting results than univariate models. This supports
the view that the bivariate models are supposed to outper-
form the univariate models.

Some neural-fuzzy systems have been applied to fore-
casting (Jang, 1993; Kim & Kasabov, 1999; Nauck &
Kruse, 1999). However, these systems may suffer from
the size of fuzzy rules when there are many intervals. A
two factor method to forecast temperature and stock index
was proposed, based on high-order fuzzy logical relation-
ships and genetic simulated annealing techniques (Lee,
Wang, & Chen, 2008). Another two factor high-order
method was proposed to forecast temperature and stock
index based on genetic algorithms (Lee, Wang, & Chen,
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Fig. 1. A neural network structure.
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2007). However, both studies provided only the estimation
results. More sophisticated forecasting results are needed
to manifest their advantages.

The Taiwan Stock Exchange Capitalization Weighted
Stock Index (TAIEX) and its corresponding index futures,
the Taiwan Futures Exchange (TAIFEX), are used as
inputs to forecast the TAIEX for the next day. This study
will compare the performance of various models, including
univariate models (the fuzzy time series model, conven-
tional regression model, neural network model, neural net-
work-based fuzzy time series model (Huarng & Yu, 2006)
and neural network-based fuzzy time series model with
substitutes (Huarng & Yu, 2006)) and bivariate models
(the conventional regression model, neural network model,
and the two proposed models: the neural network-based
fuzzy time series model and the neural network-based fuzzy
time series model with substitutes).

Section 2 reviews the definitions of fuzzy time series and
neural networks. Section 3 describes how we deal with the
data. Section 4 introduces one neural network bivariate
model and proposes two bivariate neural network-based
fuzzy time series models. The empirical analyses are elabo-
rated in Section 5. Section 6 concludes the paper.

2. Methodology

We apply neural networks to fuzzy time series forecast-
ing. Hence, we briefly introduce fuzzy time series as well as
neural networks.

2.1. Fuzzy time series

Let U be the universe of discourse, where U = {u1,u2,
. . . ,ub}. A fuzzy set Ai of U is defined as Ai = fAi (u1)/
u1 + fAi (u2)/u2+� � �+fAi(ub)/ub, where fAi is the membership
function of the fuzzy set Ai; fAi: U! [0, 1]. ua is an element
of fuzzy set Ai; fAi(ua) is the degree of belongingness of ua to
Ai; fAi(ua)[0, 1] and 1 6 a 6 b.

Definition 1. Y(t) (t = . . ., 0, 1, 2, . . .) is a subset of a real
number. Let Y(t) be the universe of discourse defined by
the fuzzy set fi(t). If F(t) consists of fi(t) (i = 1, 2, . . .), F(t) is
defined as a fuzzy time series on Y(t) (t = . . ., 0, 1, 2, . . .)
(Song & Chissom, 1993a, 1993b).

In a univariate model, fuzzy relationships between two
consecutive observations can be defined as follows by fol-
lowing Definition 1:

Definition 2. Let F(t � 1) = Ai and F(t) = Aj. The relation-
ship between two consecutive observations, F(t) and
F(t � 1), referred to as a fuzzy logical relationship (FLR)
(Song & Chissom, 1993a, 1993b), can be denoted by
Ai! Aj, where Ai is called the LHS (left-hand side) and Aj

the RHS (right-hand side) of the FLR.

Song and Chissom proposed a univariate fuzzy time ser-
ies model that included the following steps (Song & Chis-
som, 1993a, 1993b): (1) define and partition the universe
of discourse; (2) define fuzzy sets for the observations; (3)
fuzzify the observations; (4) establish the fuzzy relation-
ship; (5) forecast; and (6) defuzzify the forecasting results.
Many fuzzy time series studies, for univariate problems,
have followed steps (1) to (3) for fuzzification. However,
various models have applied different methods to establish
fuzzy relationships; for example, union-min (Song & Chis-
som, 1993a, 1993b), Cartesian product (Song & Chissom,
1994), matrix multiplication of probability density func-
tions (Sullivan & Woodall, 1994), arithmetic operations
(Chen, 1996), and matrix multiplication of the variation
matrix (Hwang et al., 1998).

This study applies neural networks to establish the fuzzy
relationships, and also targets the bivariate problems.
Hence, a bivariate fuzzy time series is defined as follows:

Definition 3. Let F and G be two fuzzy time series. Suppose
F(t � 1) = Ai, G(t � 1) = Bk, and F(t) = Aj. A bivariate
FLR is defined as Ai, Bk! Aj, where Ai, Bk are referred to
as the LHS (left-hand side) and Aj as the RHS (right-hand
side) of the bivariate FLR.
2.2. Neural networks

Neural networks have been successfully applied to the
forecasting of different applications (Smith & Gupta,
2002; Widrow, Rumelhart, & Lehr, 1994; Zhang, Patuwo,
& Hu, 1998). The nonlinear structures of neural networks
have been very useful in forecasting (Indro et al., 1999;
Wasserman, 1989). Hence, this study chooses the neural
network to establish the fuzzy relationships in a bivariate
fuzzy time series, which is also nonlinear.

A simple neural network is listed in Fig. 1. The leftmost
layer is the input layer, consisting of input nodes. Each input
node is for an input variable. Hence, the number of input
variables is equal to the number of input nodes. The right-
most layer is the output layer, consisting of output nodes.
Similarly, each output node is for an output variable, with
the number of output variables being equal to the number
of output nodes. In this study, because there are two input
and one output variables, respectively, there are two input
and one output nodes.
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There can also be multiple hidden layers, with each layer
consisting of hidden nodes. Many rules have been set to
decide the number of hidden layers and hidden nodes in
each hidden layer. However, many forecasting applications
have used only one hidden layer (Cybenko, 1989; Funah-
ashi, 1989; Hornik, 1991, 1993; Hornik, Stinchcombe, &
White, 1989). Hence, in Fig. 1, we also choose one hidden
layer. The number of hidden nodes is set as the sum of the
input and the output nodes (Huang, Shih, & Liu, 1996).
Hence, there are three hidden nodes in Fig. 1.
Fig. 2. A bivariate neural network model.
3. Data

Since closing prices have been used in many previous
studies (Kwon & Shin, 1999; Mavrides, 2003; Peláez,
2003), they are also used in this study. The data used are
the daily closing prices of the stock index, the TAIEX,
and its corresponding index futures, the TAIFEX, in
Taiwan. Conceptually, both the TAIEX and TAIFEX at
time t � 1 are taken as the input variables and TAIEX at
time t is taken as the output variable (the forecast target).

The data are extracted from the TEJ Database (January
1999–December 2004). In addition, the data are divided
into training and testing sets. Many studies have applied
a convenient ratio to separate training (in-sample) from
testing (out-of-sample) data between the ratios 7

10
: 3

10
and

9
10

: 1
10

(Peter Zhang, 2004). This study follows the choice
presented in (Huarng & Yu, 2006): the data covering Jan-
uary to October are used for training, while the data for
November and December are used for testing. Hence, the
ratio adopted is 10

12
: 2

12
, which is a ratio that lies in-between.
4. Models

This study proposes two bivariate models: a bivariate
neural network-based fuzzy time series model and a bivar-
iate neural network-based fuzzy time series model with
substitutes. A bivariate neural network model is used as a
counterpart for comparison. For neural network training,
we set the epochs as 1000 and the testing period as 10 for
all the neural network-based models. The setup is summa-
rized in Table 1.

4.1. A bivariate neural network model

A bivariate neural network model is depicted in Fig. 2.
A simple algorithm is listed as follows:
Table 1
Neural network setup

Number of nodes in the input layer 2
Number of hidden layers 1
Number of nodes in the hidden layer 3
Number of nodes in the output layer 1
Epochs 1000
Testing periods 10
The Algorithm for a Bivariate Neural Network Model

1. Prepare the data for training: the actual TAIEX and
TAIFEX at time t � 1 are taken as the inputs and the
actual TAIEX at time t is taken as the output.

2. Prepare the data for forecasting (or testing in neural net-
work terminology): the actual TAIEX and TAIFEX at
t � 1 + k (where there are k + 1 data for training) are
taken as the inputs, and the output from the model is
the actual forecast for the TAIEX at t + k.

For example, the TAIEX at the market close on 1/5/
1999 was 6152.43, and that at the market close on 1/6/
1999 was 6199.91. In addition, the TAIFEX at the market
close on 1/5/1999 was 6120. Hence, 6152.43 and 6199.91
become the inputs of the neural network and 6120 is the
corresponding output for training. After training, we can
proceed to forecast. For example, on 28/12/1999, the
TAIEX was 8448.84 and the TAIFEX was 8564. The out-
put (or forecast) from the trained neural network is 8347.8.
The forecasts for November 1999 are listed in Table 2.

4.2. A bivariate neural network-based fuzzy time series

model

A bivariate neural network-based fuzzy time series
model is depicted in Fig. 3. The algorithm is listed as
follows.

The Algorithm for a Bivariate Neural Network-Based
Fuzzy Time Series Model

1. Fuzzify the actual data to fuzzy data.
2. Prepare data for training: the fuzzy TAIEX, F(t � 1),

and TAIFEX at t � 1, G(t � 1), are taken as the inputs
and the fuzzy TAIEX at t, F(t), is taken as the output.

3. Prepare data for forecasting: both the fuzzy TAIEX,
F(t + k � 1), and the fuzzy TAIFEX at t � 1 + k,
F(t + k � 1), are taken as the inputs to the trained neu-
ral network and the output from the model is the fuzzy

forecast for the TAIEX at t + k, F(t + k).
4. Defuzzify each fuzzy forecast, F(t + k).

We take the year 1999 as our example. Because the min-
imal and maximal TAIEX data in 1999 were 5474.79 and
8608.91, respectively, we set the universe of discourse for



Table 2
Forecasts from the bivariate neural network model

Date (t) Actual TAIEX
(t)

Inputs Output

TAIEX
(t � 1)

TAIFEX
(t � 1)

TAIEX
(t)

2/11/1999 7721.59 7814.89 7911 7872.50
3/11/1999 7580.09 7721.59 7820 7783.70
4/11/1999 7469.23 7580.09 7678 7647.90
5/11/1999 7488.26 7469.23 7565 7533.00
6/11/1999 7376.56 7488.26 7619 7569.60
8/11/1999 7401.49 7376.56 7400 7397.20
9/11/1999 7362.69 7401.49 7441 7433.70
10/11/1999 7401.81 7362.69 7382 7381.50
11/11/1999 7532.22 7401.81 7443 7433.70
15/11/1999 7545.03 7532.22 7575 7574.80
16/11/1999 7606.20 7545.03 7582 7585.20
17/11/1999 7645.78 7606.20 7629 7637.50
18/11/1999 7718.06 7645.78 7669 7679.20
19/11/1999 7770.81 7718.06 7741 7747.10
20/11/1999 7900.34 7770.81 7800 7799.40
22/11/1999 8052.31 7900.34 7980 7940.40
23/11/1999 8042.19 8052.31 8139 8071.00
24/11/1999 7921.85 8042.19 8130 8065.80
25/11/1999 7904.53 7921.85 7965 7945.60
26/11/1999 7595.44 7904.53 8016 7956.10
29/11/1999 7823.90 7595.44 7700 7663.60
30/11/1999 7720.87 7823.90 7855 7851.60
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fuzzification as [5400,8700]. Then, we set the length of
the intervals as 100. Hence, we have the intervals u1 =
[5400, 5500], u2 = [5500,5600], u3 = [5600,5700], . . ., of
which the midpoints are 5450, 5550, 5650, . . ., respectively.
The midpoints are the corresponding defuzzified forecasts
for the fuzzy forecasts. Each fuzzy set, Ai, is defined by
the intervals u1, u2, u3, . . .,u33.

A1 ¼ 1=u1 þ 0:5=u2 þ 0=u3 þ � � � þ 0=u32 þ 0=u33

A2 ¼ 0:5=u1 þ 1=u2 þ 0:5=u3 þ � � � þ 0=u32 þ 0=u33

� � �
A32 ¼ 0=u1 þ 0=u2 þ 0=u3 þ � � � þ 1=u32 þ 0:5=u33

A33 ¼ 0=u1 þ 0=u2 þ 0=u3 þ � � � þ 0:5=u32 þ 1=u33

Following (Chen, 1996), the fuzzification can be con-
ducted. The TAIEX at the market close on 1/5/1999, for
example, was 6152.43, which is fuzzified to A8. The TAIEX
at the market close on the next day (1/6/1999) was 6199.91,
which is fuzzified to A8. We conduct a similar process for
Fuzzy TAIFEXt-1

Fuzzy TAIEXt-1

Fig. 3. A bivariate neural network
the TAIFEX. We set the universe of discourse for fuzzifica-
tion as [5500, 8700] and the length of the intervals as 100.
For example, the TAIFEX at the market close on 1/5/
1999 was 6120, which is fuzzified to B7. Then, we can fuzz-
ify all the TAIFEX data.

After fuzzification, we can establish a bivariate FLR,
such as A8, B7! A8. Some other FLRs are listed in Table
3. All the FLRs from the training data are taken as the
inputs. For example, from A8, B7! A8, 8 and 7 are the
fuzzy inputs in the neural network, and 8 is its correspond-
ing output. After training, the fuzzy inputs from the testing
data are taken as the inputs in the neural network for fore-
casting. For example, on 28/12/1999, the TAIEX was
8448.84 and the TAIFEX was 8564. Both are fuzzified to
A31, B31, respectively. Then, the fuzzy forecast from the
neural network is 30; i.e. A30.

Then we defuzzify A30 to 8350 (the midpoint of A30),
which is the forecast. It is worth noting that some input
patterns may not appear in the training sample. However,
we still apply the neural network to perform the forecast
using this model. The forecasts for November 1999 are
listed in Table 4.

4.3. A bivariate neural network-based fuzzy time series

model with substitutes

The bivariate neural network-based fuzzy time series
model with substitutes is very similar to that of the bivari-
ate neural network-based fuzzy time series model. The neu-
ral network structure of the former model is the same as
that of the latter model. Only the forecasting of the empty
fuzzy relationships is different. The algorithm is listed as
follows:

The algorithm for a bivariate neural network-based
fuzzy time series model with substitutes

1. Fuzzify the actual data to fuzzy data.
2. Prepare data for training: the fuzzy TAIEX, F(t � 1),

and TAIFEX at time t � 1, G(t � 1), are taken as the
inputs and the fuzzy TAIEX at time t, F(t), is taken as
the output.

3. Prepare data for forecasting:
IF the fuzzy TAIEX, F(t + k � 1), and the fuzzy TAI-
FEX at time t + k � 1, G(t + k � 1), together appear
in the training data,
Fuzzy TAIEXt

-based fuzzy time series model.



Table 3
Fuzzy sets and fuzzy logic relationships

Date Stock
closing

Fuzzy
set A

Futures
closing

Fuzzy
set B

Fuzzy logic
relationship

5/1/1999 6152.43 8 6120 7 A8, B7! A8
6/1/1999 6199.91 8 6245 8 A8, B8! A11
7/1/1999 6404.31 11 6510 11 A11, B11! A11
8/1/1999 6421.75 11 6452 10 A11, B10! A11
11/1/1999 6406.99 11 6435 10 A11, B10! A10
12/1/1999 6363.89 10 6390 9 A10, B9! A10
13/1/1999 6319.34 10 6352 9 A10, B9! A9
. . . . . .
. . . . . .
. . . . . .

Table 4
Forecasts from the bivariate neural network-based fuzzy time series model

Date (t) Actual
TAIEX (t)

Inputs Output

TAIEX
(At�1)

TAIFEX
(Bt�1)

TAIEX
(At)

TAIEX
(defuzzified
At)

2/11/1999 7721.59 25 25 25 7850
3/11/1999 7580.09 24 24 25 7850
4/11/1999 7469.23 22 22 23 7650
5/11/1999 7488.26 21 21 22 7550
6/11/1999 7376.56 21 22 22 7550
8/11/1999 7401.49 20 20 21 7450
9/11/1999 7362.69 21 20 21 7450
10/11/1999 7401.81 20 19 20 7350
11/11/1999 7532.22 21 20 21 7450
15/11/1999 7545.03 22 21 22 7550
16/11/1999 7606.20 22 21 22 7550
17/11/1999 7645.78 23 22 23 7650
18/11/1999 7718.06 23 22 23 7650
19/11/1999 7770.81 24 23 22 7550
20/11/1999 7900.34 24 24 25 7850
22/11/1999 8052.31 26 25 26 7950
23/11/1999 8042.19 27 27 27 8050
24/11/199 7921.85 27 27 27 8050
25/11/1999 7904.53 26 25 26 7950
26/11/1999 7595.44 26 26 26 7950
29/11/1999 7823.90 22 23 23 7650
30/11/1999 7720.87 25 24 25 7850

Table 5
Forecasts from the neural network-based fuzzy time series model with
substitutes

Date (t) Actual
TAIEX
(t)

Inputs Output

TAIEX
(At�1)

TAIFEX
(Bt�1)

TAIEX
(At)

TAIEX
(defuzzified At)
or substitutes

2/11/1999 7721.59 25 25 25 7850
3/11/1999 7580.09 24 24 ; 7750
4/11/1999 7469.23 22 22 23 7650
5/11/1999 7488.26 21 21 22 7550
6/11/1999 7376.56 21 22 ; 7450
8/11/1999 7401.49 20 20 21 7450
9/11/1999 7362.69 21 20 21 7450
10/11/1999 7401.81 20 19 20 7350
11/11/1999 7532.22 21 20 21 7450
15/11/1999 7545.03 22 21 22 7550
16/11/1999 7606.20 22 21 22 7550
17/11/1999 7645.78 23 22 23 7650
18/11/1999 7718.06 23 22 23 7650
19/11/1999 7770.81 24 23 22 7550
20/11/1999 7900.34 24 24 ; 7750
22/11/1999 8052.31 26 25 26 7950
23/11/1999 8042.19 27 27 27 8050
24/11/1999 7921.85 27 27 27 8050
25/11/1999 7904.53 26 25 26 7950
26/11/1999 7595.44 26 26 26 7950
29/11/1999 7823.90 22 23 ; 7550
30/11/1999 7720.87 25 24 25 7850
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THEN both are taken as the inputs to the trained neural
network and the output from the model is the fuzzy fore-
cast for TAIEX at time t + k, F(t + k), or
ELSE the fuzzy TAIEX at time t + k � 1 becomes the
fuzzy forecast for TAIEX at time t + k; i.e.,
F(t + k) = F(t + k � 1).

4. Defuzzify each fuzzy forecast, F(t + k).

During the establishing of bivariate FLRs, some input
patterns may not show up in the training data. For exam-
ple, the bivariate FLR A24, B24 never appears in the 1999
training sample. The bivariate neural network-based fuzzy
time series model still applies the trained neural network
to the forecasting. Hence, the output from that model for
3/11/1999 is 25 (or A25), which is defuzzified to 7850. Thus,
7850 is the forecast, as shown in Table 4.
However, in this model, we follow the approach of treat-
ing the empty RHS in the FLRs in (Chen, 1996) by using
the midpoint of the At�1 as the forecast. For example,
the bivariate FLR for 3/11/1999 is A24, B24! ;. Hence,
instead of using the neural network for forecasting, we take
the mid value of the result of A24 as the forecast, which is
7550. The forecasts for November 1999 are listed in Table
5. We compare the forecasts for all these models for
November 1999 as seen in Fig. 4.

5. Empirical analysis

We conduct the empirical analysis to compare the per-
formance of the proposed models with univariate models
in (Huarng & Yu, 2006) as well as other bivariate models.

5.1. Performance evaluation

To facilitate the comparison, we use the root mean
squared error (RMSE):

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn�1
t¼1 ðforecasttþ1 � actualtþ1Þ2

n� 1

s

where t represents the date and there are n forecast data;
forecastt+1 is the forecast at t + 1 from any model and ac-
tualt+1 is the actual stock index at t + 1.

In addition, we rank the performance each year to show
the superiority and then use the average rank to indicate
the overall performance. We sort the RMSEs for all years



Fig. 4. A comparison of forecasts in November 1999.
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in ascending order. Then, we assign a rank from 1 to p
accordingly when there are p models for comparison. The
average rank is defined as follows:

average rank ¼
Pq

r¼1rankr

q

where there are q years for comparison.
Meanwhile, we use the standard deviation of the ranks

to evaluate the consistency of relative performance.

5.2. Comparisons

To demonstrate the performance, we conduct the empir-
ical analyses of the following models:

(1) Univariate models

• Chen’s fuzzy time series model (U_FTS model)

(Chen, 1996)
• conventional regression model (U_R model)
• neural network model (U_NN model)
• neural network-based fuzzy time series model

(Huarng & Yu, 2006) (U_NN_FTS model)
• neural network-based fuzzy time series model with

substitutes (Huarng & Yu, 2006) (U_NN_FTS_S
model)
(2) Bivariate models

• conventional regression model (B_R model)
• neural network model (B_NN model)
• neural network-based fuzzy time series model

(B_NN_FTS model)
• neural network-based fuzzy time series model with
substitutes (B_NN_FTS_S model)
The RMSEs of these models are compared in Table 6.
In regard to the average RMSE and average rank, the

B_NN_FTS_S model outperforms the others, and is fol-
lowed by the B_R model in second place. As for consis-
tency, the U_R model has with the smallest value 0.0,
which means it is the most consistent in terms of relative
performance. However, when interpreting the consistency
in relation to the RMSE, we know that this model consis-
tently performs the worst. The second best model in terms
of consistency is the proposed B_NN_FTS_S model, whose
value is 0.9. The B_R model is ranked fifth. Hence, when
we compare the average RMSE, average rank, and the con-
sistency, the proposed B_NN_FTS_S model is still the best.
The ranks are compared in Fig. 5.

Among the group of univariate models, the
U_NN_FTS_S model (Huarng & Yu, 2006) performs the
best. Both the U_NN_FTS model (Huarng & Yu, 2006)
and the U_NN model outperforms the U_FTS model
(Chen, 1996). Meanwhile, the U_R model performs the
worst. Among the group of bivariate models, the proposed
B_NN_FTS_S model performs the best, while the pro-
posed B_NN_FTS model performs the worst. Except for
the proposed B_NN_FTS model, the other bivariate mod-
els perform better than all the univariate models. Hence,
when applying neural networks to fuzzy time series fore-
casting, the handling of missing patterns is critical in both
univariate as well as bivariate models.



Table 6
Comparison of performance (RMSE)

1999 2000 2001 2002 2003 2004 Average

RMSE Rank RMSE Rank RMSE Rank RMSE Rank RMSE Rank RMSE Rank RMSE Rank SD

U_FTS 120 8 176 4 148 7 101 8 74 8 84 5 117.4 6.7 1.8
U_R 164 9 420 9 1070 9 116 9 329 9 146 9 374.2 9.0 0.0
U_NN 107 3 309 8 259 8 78 3 57 6 60 1 145.0 4.8 2.9
U_NN_FTS 109 5 255 7 130 3 84 5 56 4 116 7 125.0 5.2 1.6
U_NN_FTS_S 109 5 152 2 130 3 84 5 56 4 116 7 107.8 4.3 1.8
B_R 103 2 154 3 120 1 77 2 54 3 85 6 98.8 2.8 1.7
B_NN 112 7 274 6 131 5 69 1 52 1 61 2 116.4 3.7 2.7
B_NN_FTS 108 4 259 5 133 6 85 7 58 7 67 3 118.3 5.3 1.6
B_NN_FTS_S 93 1 67 1 128 2 78 3 53 2 67 3 81.1 2.0 0.9

Fig. 5. A comparison of ranks.
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When comparing two conventional regression models,
the bivariate model greatly outperforms the univariate
model. This shows that the TAIFEX is empirically relevant
to the TAIEX. Choosing both variables as inputs can assist
with forecasting the TAIEX for the next day.

6. Conclusion and future research

This study applies neural networks to fuzzy time series
forecasting and proposes two bivariate models to improve
forecasting. The stock index and its corresponding index
futures are taken as the inputs to forecast the stock index
for the next day. As for the average RMSE and the average
rank, the proposed bivariate neural network-based fuzzy
time series model with substitutes performs the best and
the bivariate conventional regression model follows in sec-
ond place among all the other models. However, the pro-
posed neural network-based fuzzy time series model
performs the worst among all the bivariate models. Hence,
handling the missing patterns properly is critical to the
application of neural networks to fuzzy time series
forecasting.
Concerning the consistency of relative performance, the
proposed neural network-based time series model with sub-
stitutes is ranked second, and the bivariate regression
model fifth. However, when we take the average RMSE
and the average rank with the consistency into consider-
ation, it again shows that the proposed neural network-
based time series model with substitutes performs best.

One future study is to extend the proposed bivariate
models to multivariate models. However, some foreseeable
problems need to be solved. For example, there will be
more empty relationships in the multivariate models than
those in the bivariate models. Hence, how to supply proper
values to these empty relationships is definitely critical to
the forecasting. One solution to that problem may be to
propose a distance function to determine a closest LHS,
whose RHS can be the values. One way to lessen the impact
of this problem is to provide more data. In this case, the
selection of proper empirical targets becomes another issue.

Meanwhile, the proposed bivariate models are AR(1)
models (autoregressive of order 1), where the value of t is
affected by that of t � 1. If the value of t is affected by
the values of t � 1, t � 2, . . . , t � p, it becomes an AR(p)
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problem. In this case, the proposed bivariate models can be
extended to AR(p) models. However, how to determine the
value of p becomes important. The integration of multivar-
iate models with AR(p) is also feasible, but is even more
complicated.
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